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a b s t r a c t 

The appendix has been hypothesized to protect the colon against Clostridium difficile infection (CDI) by 

providing a continuous source of commensal bacteria that crowd out the potentially unhealthy bacteria 

and/or by contributing to defensive immune dynamics. Here, a series of deterministic systems comprised 

of ordinary differential equations, which treat the system as an ecological community of microorganisms, 

model the dynamics of colon microbiome. The first model includes migration of commensal bacteria 

from the appendix to the gut, while the second model expands this to also include immune dynamics. 

Simulations and simple analytic techniques are used to explore dynamics under biologically relevant pa- 

rameters values. Both models exhibited bistability with steady states of a healthy state and of fulminant 

CDI. However, we find that the appendix size was much too small for migration to affect the stability 

of the system. Both models affirm the use of fecal transplants in conjunction with antibiotic use for CDI 

treatment, while the second model also suggests that anti-inflammatory drugs may protect against CDI. 

Ultimately, in general neither the appendiceal migration rate of commensal microbiota nor the boost to 

antibody production could exert an appreciable impact on the stability of the system, thus failing to sup- 

port the proposed protective role of the appendix against CDI. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

With the advent of novel metagenomic tools to study the hu-

an microbiome, the importance of beneficial symbiont-host in-

eractions in human health has rapidly become evident. Abundant

icrobial species, which reside primarily in the gastrointestinal

ract, play critical roles in maintaining the health of their ecosys-

em, the human body, by freeing energy from otherwise inaccessi-

le dietary substrates, regulating the immune system and protect-

ng the host from invasion by pathogens ( Dethlefsen et al., 2007 ).

ecent studies have linked imbalances in microbiome compositions

o chronic conditions as diverse as inflammatory bowel disease,

besity, and type 2 diabetes ( Flint, 2011; Larsen et al., 2010; Sa-

ami et al., 2015 ). Thus, maintaining a properly functioning micro-

iome appears essential for human health. 

The adult intestinal microbiota is a relatively resilient ecosys-

em with a composition that is quite stable over time ( Bucci et al.,

012 ). However, external disturbances, such as a dramatic change
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n diet or an antibiotic regime, can shift this composition, mov-

ng the community to an alternative state. These changes may

ffect the gut’s functionality or induce susceptibility to disease

 Costello et al., 2012 ). For example, sustained antibiotic use kills

ommensal bacteria and provides a niche opportunity for the

athogenic Clostridium difficile bacteria. This may lead to C. difficile

nfection (CDI), the leading cause of U.S. hospital-acquired diarrhea

ith up to 30 0,0 0 0 cases annually ( Rupnik et al., 2009 ). Although

ncidences vary greatly between countries, CDI is a growing health

are problem in the Western world with recent increases in both

he numbers of cases and the CDI-associated mortality rate ( Lessa

t al., 2015; McDonald et al., 2006; Rupnik et al., 2009 ). 

CDI threatens the function of health care systems by increas-

ng hospitalization costs and posing the constant threat of spread.

linically, CDI leads to a large span of outcomes from mild diarrhea

o fulminant, life-threatening colitis that requires surgical interven-

ion. Even relatively benign presentations of CDI significantly in-

rease the length of admissions and morbidity and mortality rates

 Seretis et al., 2014 ). Patients with recurrent CDI have a 33% higher

azard of death in the following nine months as compared to pa-

ients without recurrent CDI ( Olsen et al., 2015 ). Furthermore, re-

urrence of CDI following the resolution of primary infection is a
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Fig. 1. General structure of three state system for A (commensal bacteria in the 

appendix), G (commensal bacteria in the colon) and C ( C. difficile bacteria in the 

colon): arrows depict direct interactions and edge labels are parameters involved in 

that interaction (See text for details). 
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complication in 19–20% of patients ( Johnson, 2009 ). These effects

have been associated with the emergence of highly virulent and

antibiotic resistant strains of C. difficile ( Spigaglia, 2016 ). 

It has been suggested that the appendix may protect against

CDI by introducing bacteria into the gut that compete with C. dif-

ficile or by contributing to the anti-CDI immune response. A ret-

rospective study of 396 patients found that the presence of an

appendix was significantly negatively associated with CDI recur-

rence ( Im et al., 2011 ). However, another retrospective study found

no such significant difference ( Khanna et al., 2013 ). The evidence

is therefore unclear as to whether these hypothesized protective

effects do exist. Further observational studies are needed to clar-

ify whether appendix presence is protective against CDI recur-

rence ( Seretis et al., 2014 ). Meanwhile, we take a complementary

approach here and ask whether the mechanisms through which

the appendix is thought to be protective are theoretically strong

enough to have the proposed effect. 

Understanding effects of the appendix on the colon microbiome

requires a study of the pairwise interactions of hundreds of species

present in the human gut, including commensal, mutualistic, com-

petitive and exploitative elements ( Coyte et al., 2015 ). These inter-

actions include direct action through secretion of toxins, compe-

tition for limited space and resources, and more complex mecha-

nisms such as immune system modulation ( Stein et al., 2013 ). Eco-

logical theory is ideally suited to tackle the problem of simulating

these complex, interspecies interactions ( Costello et al., 2012 ). Us-

ing techniques from theoretical ecology, we may produce and ana-

lyze relatively simple models that can exhibit complex phenomena

such as multi-stability or chaotic behavior ( Petraitis, 2013 ). These

microbiome-based models can lend important insight into whether

the appendix serves a significant function in protecting a healthy

microbiota state of the gut. 

Here, we introduce a series of simple ecological models of

the appendix and gut microbiota to characterize the relationship

between the appendix and CDI. This allows us to ask whether

the appendix can be considered a microbial source or the source

of an immune response that shifts the perturbed system back

to a balanced microbiome. We also investigate the impact of

appendix presence on standard treatments—antibiotics and fecal

transplants—for CDI. Our findings do not support the role of ap-

pendiceal ‘reseeding’ of the colon through migration or of appen-

diceal antibody production as a significant factor in preventing this

infection. However, the use of antibiotic treatments and fecal trans-

plants are well supported by the models. 

1.1. Study system 

The Clostridium difficile bacterium is a gram-positive, spore-

forming anaerobic bacillus that resides environmentally and is

found in the stools of 5% of healthy adults and 30–70% of infants

( Kachrimanidou and Malisiovas, 2011 ). C. difficile associated dis-

ease can arise if the normal gut flora has been disrupted, partic-

ularly by antibiotic therapy. When the colonization barrier formed

by the gut microbiome is compromised, endogenous or exogenous

(through the fecal-oral route) contamination by spores may occur.

After colonization, the main clinical symptoms and signs of CDI,

secretory diarrhea and inflammation of the colonic mucosa, are

largely explained by the bacterias release of the enterotoxin Toxin

A (TcdA) and the cytotoxin Toxin B (TcdB) ( Rupnik et al., 2009 ).

However, the loss of commensal bacteria also worsens inflamma-

tion ( Solomon, 2013 ). 

Commensal intestinal microflora protect against CDI directly

through competition for nutrients, physical occupation of mucosal

sites and the production of antimicrobial peptides ( Buffie and

Pamer, 2013 ). The indirect role of commensal bacteria in medi-

ating inflammation has recently been clarified. Dendritic and ep-
thelial cells contain signaling modules such as toll-like receptors

hat continually sample the lumen for bacterial-derived contents

 Chieppa et al., 2006 ). The detection of molecules from commensal

acteria lessens inflammation in two ways: by inducing the growth

f microbe-induced regulatory T cells (iTregs) and by suppress-

ng the growth of proinflammatory T helper 17 (Th17) T cells in

he lamina propria—the immune cell-rich connective tissue layer

ining the gut. This mechanism maintains intestinal homeostasis

 Solomon, 2013 ). During antibiotic therapy, the loss of commensal

ora thus decreases the iTreg:Th17 balance in the lamina propria

nd causes mild inflammation. 

It has been suggested that the appendix serves as a safe house

or commensal bacteria due to its production of mucins and secre-

ory immunoglobulin A (IgA), both of which enhance the survival

f those bacteria in a biofilm. The narrow lumen of the appendix

s well as its location at the lower end of the cecum protect its

ontents from potential pathogens in the fecal stream. Therefore,

he regular shedding of normal enteric bacteria from the appendix

ay serve as a potential source of commensal bacteria to reseed

he colon in the event of CDI ( Bollinger et al., 2007 ). 

Furthermore, it has been proposed that the presence of the ap-

endix is protective against recurrence of CDI due to its abun-

ance of gut associated lymphoid tissues (GALT). The appen-

iceal GALT contains a higher density of immunoglobulin IgA- and

gG-producing immunocytes than the colon, and animal models

emonstrate that the removal of the appendix leads to decreased

mmunoglobulin production ( Johnson et al., 1995 ). Experimental

vidence highlights the role of these antibodies against CDI. Dur-

ng recurrent CDI, humoral immune responses appear largely char-

cterized by serum IgG against TcdA ( Im et al., 2011 ). Additionally,

ower levels of fecal IgA against TcdA have been found in recur-

ent CDI patients as compared to single-episode CDI ( Johnson et al.,

995 ). Finally, serum IgA, although not IgG, against TcdA is ex-

ressed in high levels in the convalescence phase after CDI in

ne third of patients. Therefore, it has been hypothesized that the

cdA released during CDI stimulates the growth of appendicular

 cells that then produce IgG and IgA to protect against infection

 Im et al., 2011 ). 

Here, our first model will only evaluate the migration-

ypothesis ( Section 2 ). The second model will build on the first to

lso incorporate the effects of the appendix on inflammation and

ntibody production ( Section 3 ). 

. Migration model 

We first ignore inflammatory dynamics and consider the system

n which the appendix only acts on the colonic microbiome via mi-

ration. Appendiceal bacteria ( A ) are taken as a single class that

ontribute to the growth of colonic ‘good’ bacteria ( G ). Those com-

ensal bacteria compete with C. difficile bacteria ( C ) for resources

see Fig. 1 ). 
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Table 1 

Equilibria of the migration model (6) –(7) and their stability. All solutions are finite as long as df � = 1, which we assume here. The stability 

criteria are identified in Appendix D . Entries with a dash (-) are omitted here due to their complexity, but are available in the supplementary 

materials (See Appendix F ). 

Equilibria Expression ( C, G ) Nonnegative criteria Stability criteria 

e 1 

(
0 , l 

2 
−

√ 
l 
√ 

4 m ̄A + ly 
2 
√ 

y 

)
m ̄A = 0 Never 

e 2 

(
0 , l 

2 
+ 

√ 
l 
√ 

4 m ̄A + ly 
2 
√ 

y 

)
Always f ≥ 1 or 

f < 1 and y < 

f m ̄A 
(1 − f ) l 2 

e 3 

(
l 
√ 

y (df + f −2)+ f 
√ 

l 
√ 

m ̄A (4 −4 df )+(d−1) 2 ly 
2 
√ 

y (df−1) 
, 

(d−1) l 
√ 

y −
√ 

l 
√ 

m ̄A (4 −4 df )+(d−1) 2 ly 
2 
√ 

y (df−1) 

)
– –

e 4 

(
l 
√ 

y (df + f −2) − f 
√ 

l 
√ 

m ̄A (4 −4 df )+(d−1) 2 ly 
2 
√ 

y (df−1) 
, 

(d−1) l 
√ 

y + 
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l 
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m ̄A (4 −4 df )+(d−1) 2 ly 
2 
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y (df−1) 

)
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The time-evolution of these variables is given by the following

et of three coupled differential equations: 

d A 

d t 
= xA 

(
1 − A 

k 

)
− mA (1) 

d G 

d t 
= yG 

(
1 − G + dC 

l 

)
+ mA (2) 

d C 

d t 
= zC 

(
1 − C + f G 

l 

)
(3) 

here x, y and z are maximum growth rates of commensal bacte-

ia in the appendix and colon and of C. difficile respectively, k and l

re the carrying capacities of the appendix and colon respectively,

 is the appendiceal migration rate, and d and f are competition

oefficients. These equations adapt a classic analysis of two ecolog-

cal competitors in two spatial patches by DeAngelis et al. (1979) to

he gut microbiome. The first term in each equation describes lo-

istic growth for that bacterial class and the −dCG and − fCG terms

ccount for the competition between species in the colon. The mA

erms describe appendix bacterial migration to the colon. 

Note that we only consider pathogenic C. difficile bacteria to be-

ong in the state C . Non-pathogenic strains do not produce toxin

nd should not induce inflammation alone. As they are also able

o indirectly compete with the pathogenic strains of C. difficile bac-

eria, we can consider them to be part of the population of good

acteria. 

The appendix state Eq. (1) is a simple, first order ordinary dif-

erential equation which is easily solved. For a constant j , the ex-

licit form is: 

 (t) = 

k (m − x ) 

e [(m −x )(t−k j)] − x 
(4) 

As t → ∞ , the appendix population approaches 

¯
 = 

{
k (x −m ) 

x 
if m < x 

0 else 
(5) 

For our purposes, transient appendix population dynamics are

nimportant. The onset of CDI generally should not be temporally

orrelated with appendectomy. Therefore, we can assume that at

he start of CDI, the patient will either have an appendix with a

acterial population that has reached carrying capacity or no ap-

endix. As we also assume the biologically plausible condition that

 < x , that is that the appendix migration rate is smaller than the

acterial growth rate in the appendix, we set the appendix popula-

ion constant to its nonzero equilibrium value. The migration-only

odel thus reduces to two equations. 

d G 

d t 
= yG 

(
1 − G + dC 

l 

)
+ m ̄A (6) 
d C 

d t 
= zC 

(
1 − C + f G 

l 

)
(7) 

Note that we can model appendix absence by setting m = 0 .

his system may be non-dimensionalized ( Appendix A ), but for

ase of interpretation, we present our analyses in terms of this di-

ensional model. 

.1. Steady states and stability 

Before discussing the equilibria, we note that the system (6) –(7)

s always non-negative, bounded and non-oscillatory, given non-

egative initial conditions (See Appendix B for details). 

In general, the migration model has 4 steady-state solutions

hat we name e 1 through e 4 ( Table 1 ). Notice that in the presence

f migration, e 1 has a negative population. 

In the special case when df = 1 and d � = 1, then instead of equi-

ibria e 3 and e 4, there exists a single steady state with populations

(C, G ) = (l − m ̄A 
d (d −1) y 

, m ̄A 
(d−1) y 

) . This equilibrium is the limiting value

f both e 3 and e 4 as df → 1, so without loss of generality our anal-

ses will focus on e 3 and e 4 in the df � = 1 case. 

We note that in the absence of migration ( m ̄A = 0 ), the sys-

em (6) –(7) reduces to the standard Lotka–Volterra model of two

pecies competition. In this case, e 1 becomes the (0, 0) equilibrium

hile e 2 and e 3 reduce to equilibria of the form (C, G ) = (0 , Ḡ ) and

(C, G ) = ( ̄C , 0) respectively for non-zero carrying capacities C̄ and
¯
 , and e 4 reduces to the coexistence equilibrium. 

.2. Short- and long-term bacterial dynamics 

Model parameters used in this article are summarized in

able 2 and more details follow in Appendix C . 

Under this parameterization, the system exhibits bistability.

ig. 2 depicts an example of the switch in long-term behavior be-

ween an equilibrium with good bacteria dominant and one in

hich C. difficile is dominant in the colon, driven by a change in

nitial conditions. 

Notably, increasing the total amount of migration can theoreti-

ally switch the system from the bistable structure to a monostable

tructure ( Fig. 3 ). Note from Table 1 that sufficiently large appendix

izes, which are directly proportional to m ̄A , force e 1, e 3, and e 4 to

ach contain at least one negative or imaginary population. As the

ystem is non-negative, bounded and non-oscillatory ( Appendix B ),

very non-negative initial condition must then converge to the sin-

le positive equilibrium e 2. 

For example, assume the system is bistable with an appendix

ize which we steadily increase. Then, e 1 has a negative popula-

ion, so the remaining three equilibria must be real and positive.
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Fig. 2. Bacterial populations over time with two different initial conditions with parameters as given in Table 2 . Panel (a) uses initial conditions of C(0) = 3 · 10 3 (representing 

an initial population of 3 · 10 14 cells), G (0) = 5 · 10 3 and depicts the extinction of C. difficile in the colon. Panel (b) uses initial conditions of C(0) = 3 . 5 · 10 3 , G (0) = 5 · 10 3 

and depicts the near extinction of good bacteria in the colon, in which a slightly positive population is maintained by migration from the appendix. 

Table 2 

Table summarizing the parameters that appear in models (6) –(7), (8) –(12) and their values used throughout the numerical simulation. The elements in the Value column 

show the specific values used in simulation (in parentheses) as well as the ranges over which we varied those values in sensitivity analyses. For our parameterization, C 

and G have units of 10 11 bacteria, T and B have units of fmol (10 8 molecules) and I is unitless. Note that several parameter values are based on reasonable estimates and 

so these values vary widely in the sensitivity analysis to account for this uncertainty (See Appendix C ). 

Param. Description Value Units Ref 

x Maximum growth rate of appendiceal bacteria 0 . 2 − 0 . 3 (0.3) per capita day 
−1 

Park et al. (2016) 

y Maximum growth rate of colonic bacteria 0 . 2 − 0 . 3 (0.2) per capita day 
−1 

Park et al. (2016) 

z Maximum growth rate of C. difficile 0 . 1 − 0 . 9 (0.75) per capita day 
−1 

Estimate 

m Migration rate of bacteria from appendix to colon 0 − 0 . 3 (0.2) per capita day 
−1 

Estimate 

k Appendix carrying capacity 1 − 10 (5) 10 11 bacteria Estimate 

l Colon carrying capacity 10 3 − 10 4 (5 · 10 3 ) 10 11 bacteria Tancrede (1992) 

d Competition acting on colonic bacteria 0 − 10 (5) per capita day 
−1 

Estimate 

f Competition acting on C. difficile 0 − 10 (2) per capita day 
−1 

Estimate 

Parameters added for analysis of Model 2. 

q G Rate of inflammation-mediated killing of good bacteria 0 − 10 (1) day 
−1 

Estimate 

q C Rate of inflammation-mediated killing of C. difficile 1 − 10 (5) day 
−1 

Estimate 

n Rate of toxin production 10 −2 − 10 −1 ( 10 −2 ) fmol day 
−1 

Albinsson et al. (2014) 

α Relative effect of toxin on inflammation 1 − 100 (10) – Estimate 

β Relative effect of C. difficile bacteria on inflammation 1 − 100 (100) – Estimate 

ξ K a for antibody-antigen binding 10 −6 − 10 −5 ( 5 · 10 −6 ) fmol 
−1 

day 
−1 

Zhuang et al. (2001) 

χ Max rate of antibody production 10 9 − 10 11 (3 · 10 10 ) fmol day 
−1 

Alberts et al. (2002) 

h I Inflammation decay rate 10 3 − 10 4 (10 4 ) day 
−1 

Coxon et al. (1999) ; Reynolds et al. (2006) 

h T Half-constant for toxin-induced antibody production 10 3 − 10 6 (10 6 ) fmol Estimate 

p Protein decay constant in colon 1 . 25 − 5 (2) day 
−1 

Cremer et al. (2016) 

w Antibody production boost from appendix 0 − 1 (0.2) – Estimate 
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The system’s required switch to monostability can occur only when

equilibria e 3 and e 4 annihilate or both become negative, as equi-

librium e 2 must remain positive. However, the equilibrium expres-

sion for e 4 makes it clear that increasing the appendix size cannot

change the positivity of its population. Therefore, e 3 and e 4 must

annihilate. By examining the condition for e 3 and e 4 to be equal,

we find that this switch in number of equilibria occurs if and only

if the appendix carrying capacity is greater than the saddle-node

bifurcation value at k = 

(d−1) 2 lxy 
4(df−1) m (x −m ) 

. 

However, for the standard parameter set given in Table 2 , this

requires an appendix size that is over 100 times larger than our

maximum estimated value, meaning that the appendix would need

to house on the order of 10% of the number of bacterial cells
housed in the entire colon. We view this as an unrealistic scenario 
iven the small size of the appendix, so although migration-driven

onostability is a theoretical possibility, it is not a biological one. 

. Migration-inflammation model 

Next, we investigate the effects of the appendix on immune dy-

amics during CDI. We expand the migration-only model to in-

lude new state variables as depicted in Fig. 4 : toxins TcdA and

cdB produced by C. difficile (T) , anti-toxin antibodies produced in

he appendix and colon (B), and a unitless index representing the

evel of inflammation ( I ). 

The time-evolution of these variables is given by 

d G 

d t 
= yG 

(
1 − G + dC 

l 

)
+ m ̄A − q G IG (8)
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Fig. 3. Commensal bacterial equilibria as migration rate m varies across all allowable values (0 ≤ m ≤ x ) with (a) k = 5 and (b) k = 15 , 0 0 0 . The remaining parameter values 

are given in Table 2 . Solid lines denote stable equilibria while dashed lines are unstable equilibria and, from top to bottom, are e 2, e 3 and e 4. In (b), equilibria e 3 and e 4 

collide in saddle-node bifurcations as m varies. 

Fig. 4. General structure of model for A (commensal bacteria in the appendix), G 

(commensal bacteria in the colon), C ( C. difficile bacteria), I (inflammation), T (toxin), 

and B (antibody): arrows depict direct interactions and edge labels are of parame- 

ters involved in that interaction (See text for details). 
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Fig. 5. The equilibria to which system (8) –(12) will converge, under the parameter 

set given in Table 2 as approximated by running a simulation 60 days for each 

initial condition and returning the final value. The line of healthy states with an 

initial population of C = 0 is omitted here. 
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d C 

d t 
= zC 

(
1 − C + f G 

l 

)
− q C IC (9) 

d B 

d t 
= (w + 1) 

χ T 

T + h T 

− ξBT − pB (10) 

d T 

d t 
= nC − ξBT − pT (11) 

d I 

d t 
= 

(
αT + βC 

G 

)
(1 − I) − h I I (12) 

The description of all new parameters can be found in Table 2 . 

In addition to the assumptions included in system (6) –(7) , we

lso make the following assumptions: 

• The variable representing inflammation, I , is always between 0

(no inflammation) and 1 (the maximum possible value). The

rate of increase in inflammation is a weighted ratio of the num-

ber of C. difficile bacteria and toxin molecules to good bacteria.

This accounts for the ratio of signals promoting the growth of

pro-inflammatory Th17 cells and anti-inflammatory iTreg cells. 
• Maximal inflammation ( I = 1 ) kills both good and C. difficile

bacteria at a per capita rate of q and q respectively. Lower
G C 
levels of inflammation kill both bacterial populations propor-

tionally slower. 
• Antibody is produced in a saturating dose-dependent response

to exposure to toxin. The appendix boosts the antibody produc-

tion rate by an additional factor of w . 
• Antibody and toxin are lost due to binding with each other at

a rate ξ or due to flow through the gut at a rate p . We also

assume that a toxin or antibody passes through the colon by

diffusion in 5–15 hours and so the natural decay of these pro-

teins is insignificant in comparison. 
• Toxin production is linear with respect to C. difficile population.
• Inflammation decays at a constant rate h I . 

This treatment of inflammation as a single bound variable with

 saturating dose-dependent response to increasing the ratio of in-

ammatory agent to non-inflammatory agent is analogous to its

reatment in models of necrotizing enterocolitis ( Arciero et al.,

010 ) and uncontrolled acute inflammation ( Kumar et al., 2004 ). 

.1. Short- and long-term dynamics 

For this 5-dimensional model, we used numerical simulation

o investigate behavior. Like the migration-only model, this system

an also exhibit bistability between a successful resolution of CDI

nd chronic CDI states. For the standard parameterization given

n Table 2, Fig. 5 depicts how initial condition determines which

teady state is reached. 
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Fig. 6. A bifurcation diagram of the equilibria of G as a function of (a) migration rate m and (b) appendiceal antibody production rate w . Stable equilibria are denoted with 

solid lines and the unstable equilibrium with a dashed line. The equilibrium population axis has a logarithmic scale. Parameters used are given in Table 2 . 

Fig. 7. A bifurcation diagram of the equilibria of G as a function of appendix carry- 

ing capacity k . Stable equilibria are denoted with solid lines and the unstable equi- 

librium with a dashed line. The equilibrium population axis has a logarithmic scale. 

Parameters used are given in Table 2 . 
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For this parameter set, changing the migration rate of bacteria

from the appendix, m , and the boost in antibody production due to

the appendix, w , did not change the number of equilibria ( Fig. 6 ).

As with the migration-only model, increasing the carrying capacity

of the appendix does allow the migration rate to change the num-

ber of equilibria present (not pictured for this model; similar to

Fig. 3 b). For a fixed migration rate, increasing the carrying capac-

ity of the appendix eventually leads to the system moving from

bistable to a single healthy steady state ( Fig. 7 ). Again, this only

occurs for unrealistically large appendiceal carrying capacities. 

3.2. Sensitivity analysis 

To explore how this result generalizes in the parameter space,

we randomly select 1,0 0 0 parameterizations from a uniform dis-

tribution within the ranges in Table 2 for all parameters besides

m and w . We also evenly divide the ranges for m and w into 10

points each. Then, for each combination of values for m and w , we
alculate the number of non-negative equilibria for each param-

terization. This resulted in exploring equilibrial dynamics across

0 0,0 0 0 distinct parameter combinations. 

Of 1,0 0 0 parameter sets for each of the 10 associated values

or m and w , varying w and m changed the number of equilibria

n only one and thirteen parameterizations respectively. Given the

arity of this behavior, we conclude that the qualitative dynamics

f the gut microbiome are generally insensitive to the presence of

he appendix (values of m and w ). Across the 1,0 0 0 parameter sets,

oth bistability and a single steady state were possible for every

alue of m and w , further indicating that it is the other parameters

nd neither the migration rate m nor the antibody production w

hat shape the qualitative, equilibrium behavior of the model. 

To build on these findings, we model the sensitivity of the ul-

imate outcome—CDI or a healthy host state—to parameter val-

es using regional sensitivity analysis (RSA). RSA ( Spear and Horn-

erger, 1980; Young et al., 1978 ) partitions input parameter sets

nto two separate groups, depending on which outcome they lead

o. Then, we use the Kolmogorov–Smirnov statistical test, which is

he maximum value difference (MVD) between the empirical cu-

ulative distribution functions for each group, as our sensitivity

etric ( Kottegoda and Rosso, 1997 ). Parameterizations were cho-

en using pseudo-random Latin Hypercube sampling to better cap-

ure the real variability of the high-dimensional space. The con-

ergence of our sensitivity indices as sample sizes increase pro-

ides evidence that the sample size used ( n = 20 , 0 0 0 ) is sufficient

or stabilization of MVD values ( Appendix E ). All global sensitivity

nalyses were conducted using the open-source Sensitivity Analy-

is For Everybody (SAFE) toolbox ( Pianosi et al., 2015 ). 

The main drivers that affect the end state of the system are

ompetition coefficients ( f, d ), initial conditions for G and C , the

elative effect of C. difficile bacteria on inflammation ( β), the rate

hat inflammation kills good bacteria ( q G ), the C. difficile growth

ate ( z ) and the inflammation decay rate ( h I ) ( Fig. 8 ). In contrast,

he overall outcome is much less dependent on bacterial migration

 m ) and even less affected by appendiceal antibody production ( w ).

Finally, we note that we may affect the number of equilib-

ia for the system by changing the inflammation-mediated killing

ates ( q C and q G ). Depending on the choice of these values, the

igration-inflammation system can either have one healthy steady

tate or the full bistable equilibrium structure ( Fig. 9 ). 
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Fig. 8. A plot of the maximum value distance (MVD) between empirical cumula- 

tive distribution functions for each parameter and initial condition of the migration- 

inflammation model, comparing the difference in parameter sets leading to CDI or 

to a healthy state at 100 days ( n = 20 , 000 ). The MVD is the measure of sensitivity 

in this regional sensitivity analysis. The box for each parameter is centered around 

the MVD with the width of the box representing the 95% confidence interval, which 

is calculated by bootstrapping. Arrows point out the parameters which account for 

appendix presence. 

Fig. 9. The number and type of equilibria of system (8) –(12) under the parameter 

set given in Table 2 for varying inflammation parameters q G and q C . The dashed 

line is a plot of q C = q G while the boundary between the two areas demarks the 

location of the saddle-node bifurcation. 
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. Discussion 

.1. Summary 

The migration-only model suggests that changes in the ap-

endiceal migration rate do not affect the long-term health of a

atient with CDI. We expand upon this result in the migration-

nflammation model in which the appendix influences gut bacterial

ynamics through the physical migration of cells ( m ) and the boost
o antibody production ( w ). A regional sensitivity analysis revealed

hat in the rare situation where appendix presence does have an

ffect, the change is more likely to occur through antibody pro-

uction than through the migration of cells ( Fig. 8 ). However, both

f these parameters, with biologically realistic values, do not qual-

tatively affect the stability or number of equilibria for the system

n over 99% of examined cases. Thus, we are unable to support the

ypothesis that either migration from or the boost in antibody pro-

uction by the appendix protects against CDI. 

Notably, the appendix was simply too small to have a dis-

ernible effect on system stability through migration. If the ap-

endix were 1,0 0 0 times larger, then changing the migration rate

ould alter whether the host is susceptible to CDI ( Figs. 3 and 7 ). 

Both models exhibit bistability. In general, the goal of treatment

s to move from the infected to healthy steady state, as depicted

n Fig. 5 . If we visualize the system’s state on this map for a pa-

ient, antimicrobial treatment will kill both C. difficile and good

acteria, moving the state down and to the left. Probiotics or fe-

al transplants will move the state of the system to the right on

he figure. Per unit bacteria, killing C. difficile bacteria is more ef-

ective as a treatment than bolstering the population of good bac-

eria. Still, this diagram supports a dual treatment for the CDI. This

orrelates well with our understanding of fecal transplants as an

ffective mode of treatment for CDI in conjunction with antibiotics

 Surawicz et al., 2013 ). 

In addition, we examined the effects of varying the rate of

nflammation-mediated killing of cells ( Fig. 9 ). Note from (8),

9) that the effect of multiplying both q G and q C by the same factor

s the same as multiplying the total inflammation by that factor, so

hanging the level of inflammation can by visualized as moving

arallel to the identity line on this figure. Further, the slope of the

dentity line is much more steep than that of the bifurcation line.

his implies that a decrease in inflammation, such as the result of

aking anti-inflammatory medication, could move the system from

aving both the healthy and ill steady-states to only the healthy

teady-state. Thus, the anti-inflammatory drug may protect against

DI. 

.2. Model limitations and extensions 

This model is phenomenological—it was designed to roughly

valuate by which possible mechanisms the appendix could ex-

rt a realistic effect on CDI. As such, we make several simplify-

ng assumptions, particularly for our treatment of inflammation.

nflammation has a constant decay rate in our model. Also, we ig-

ored any lag time in the production of antibodies after exposure

o pathogenic C. difficile . 

We assume that the rate of C. difficile toxin production is simply

roportional to the total bacterial population, and does not change

hen the cell is stressed due to nutrient deprivation (at large pop-

lation sizes) or due to attack (from inflammation). A few inves-

igations have examined the rate of C. difficile bacterial toxin pro-

uction. In vitro studies have found that toxin expression may be

nhanced by stresses such as antibiotics and catabolite repression

 Dupuy and Sonenshein, 1998; Onderdonk et al., 1979 ). Limiting

iotin does upregulate toxin production in vitro ( Yamakawa et al.,

996 ). However, limiting amino acids and, thus, growth of C. dif-

cile does not enhance toxin production ( Yamakawa et al., 1994 ).

ue to these mixed findings, we made the proportionality assump-

ion. 

Finally, we conclude that anti-inflammatory drugs may pro-

ect against CDI ( Fig. 9 ). However, patients who take the NSAID

iclofenac, a highly prescribed anti-inflammatory, have increased

isks of CDI ( Suissa et al., 2012 ). Still, no correlation was found be-

ween NSAID use and CDI for patients taking other non-steroidal
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anti-inflammatory drugs, so this increased risk may be a unique

effect of that particular drug ( Permpalung et al., 2016 ). 

Extensions to this model may include adding stochastic noise,

describing inflammation in more mechanistic terms, and/or alter-

ing some parameter values with the state of the system. For ex-

ample, the diarrhea caused by CDI should increase the flow rate of

proteins through the colon and decrease the carrying capacity of

the gut (by depleting nutrient sources more rapidly). 

4.3. Concluding remarks 

This work supports the findings of epidemiologists who have

been unable to replicate the deleterious effect of appendectomy

on CDI recurrence rates ( Khanna et al., 2013 ). Because appendix

size was found to limit its impact, perhaps we should be cautious

in evaluating other hypothesized links between the appendix and

diseases related to inflammation such as inflammatory bowel dis-

ease ( Sahami et al., 2015 ) or cardiovascular disease ( Janszky et al.,

2011 ), although our work clearly does not make any direct insights

about these diseases. 

To further understand and intervene effectively in human-

microbe relationships, we must continue to study the microbial

community. Perhaps a 21st century goal for medical interventions

should be to extend the principle of non-maleficence to include

minimizing damage to the homeostasis between humans and their

microbiota. Additionally, further progress can be made by framing

these systems in an ecological context and viewing the microbiome

as an ecological community ( Costello et al., 2012 ). Thus, ecological

insights gained from studying species interactions, both theoretical

and empirical, may be readily applied to the microbiome, whether

or not it is contained within the gut, and help move our under-

standing forward ( Coyte et al., 2015; Stein et al., 2013 ). Theoreti-

cal models borrowed from community ecology, like the ones we

used here, will likely prove useful in complementing experimental

and applied work to achieve a more complete understanding of the

principles that underlie community interactions and host-symbiont

interactions that promote human health. 
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Appendix A. Non-dimensionalization 

Here, we non-dimensionalize system (6) –(7) . 

We use the substitutions G = 

ˆ G l, C = 

ˆ C l and t = ̂

 t y −1 and also

introduce the parameters s = 

z 
y and r = 

m 

ly 
Ā . This produces the

equations: 

d ̂

 G 

d ̂

 t 
= 

ˆ G − ˆ G 

2 − d ̂  C ̂  G + r 

d ̂

 C 

d ̂

 t 
= s 

(
ˆ C − ˆ C 2 − f ̂  C ̂  G 

)
While this system can be written with only four parame-

ters, we will prefer to work with the original dimensional model.
he reduced system is less biologically interpretable and non-

imensionalizing the full system (8) –(12) requires different substi-

utions, impeding our ability to synthesize the two models’ results.

oreover, while a sensitivity analysis could be performed on the

on-dimensional parameters, such an analysis would not be very

seful in understanding the effects of the original parameters on

DI progression. 

ppendix B. Well behaved solutions to the migration model 

1. Non-negative 

Here, we demonstrate that the migration model is non-

egative, given non-negative initial conditions. Consider the system

 

′ = (G 

′ , C ′ ) = ( f 1 (G, C) , f 2 (G, C)) defined by (6) and (7) . Now, Y 

′ is
omposed of polynomial expressions so it is continuously differen-

iable. Then, by the Picard-Lindelöf Existence-Uniqueness Theorem,

 has a unique local solution for every initial condition. 

Next, let Y 1 (t) = (G 1 (t) , C 1 (t)) be an orbit of the system with

 1 (0) = 0 . Since for C 1 = 0 we get d C 
d t 

= 0 , then a solution is

 1 (t) = C 1 (0) = 0 for all t ≥ 0. Thus, C = 0 is an invariant manifold

f the system. Now, assume that there is an orbit of the system

uch that at some time t ∗ , C ( t ∗ ) < 0. By continuity of C , then the or-

it with positive initial conditions must cross this manifold which

ontains a different orbit. However, orbits cannot intersect due to

he uniqueness result. Thus, no such trajectory exists and C is al-

ays non-negative. 

For G , if the appendix is not present, then m ̄A = 0 and the argu-

ent for the non-negativity of G is exactly symmetric to that of C

bove. Otherwise, we assume that m ̄A > 0 . Then, if there is a time

 

∗ such that G (t ∗) = 0 , we find that d G 
d t 

= m ̄A > 0 at that time. By

he continuity of d G 
d t 

, there must exist an ε > 0 such that d G 
d t 

> 0 for

ll t ∈ [ t ∗ − ε, t ∗ + ε] , that is, G must be locally increasing when-

ver G (t ∗) = 0 . Therefore, an orbit with non-negative initial condi-

ions on G will never become negative. 

2. Bounded 

As the previous section demonstrated that there is a lower

ound on both G and C , here we show that there are upper bounds

s well. 

Rewrite (7) as: 

d C 

d t 
= zC 

(
1 − C 

l 

)
− z 

l 
fCG 

s C and G are nonnegative, the second term is always nonpositive.

f C > l , then the first term is negative. Thus, dC 
d t 

< 0 whenever C > l .

hus, C is bounded above. 

Similarly, we assume that G > max { m ̄A 
y , 2 l} . As G > 2 l , (1 − G 

l 
) <

 − 2 = −1 . 

Then, from (6) : 

 G 

d t 
= yG 

(
1 − G 

l 

)
− y 

l 
dCG + m A 

≤ yG 

(
1 − G 

l 

)
+ m A 

< −yG + m A < 0 

here we use our assumption that G > 

m ̄A 
y in the final step 

3. Non-oscillatory 

This two-dimensional system can be shown to have no limiting

eriodic solutions. Returning to the notation above, let (G 

′ , C ′ ) =
( f 1 (G, C) , f 2 (G, C)) in accordance with (6) and (7) . Define the func-

ion �[ C, G ] = −(CG ) −1 . Then, on the quarter plane defined by
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Fig. 10. The maximum value distance (MVD) for each parameter and initial condi- 

tion of the migration-inflammation model, comparing the difference in parameter 

sets leading to CDI or to a healthy state at 100 days, as the number of samples in- 

creases. The MVD is the measure of sensitivity in this regional sensitivity analysis. 
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 > 0 and G > 0, we have that 

∂� f 1 
∂G 

+ 

∂� f 2 
∂C 

= 

m ̄A 

CG 

2 
+ 

y 

Cl 
+ 

z 

Gl 
> 0 . 

hus by the Bendixson–Dulac theorem, there are no periodic solu-

ions to this system in the region. 

ppendix C. Parameter values 

In Table 2 we summarize the parameter values used through-

ut this theoretical study. Some of these values were approximated

ased on empirical studies. However, there were several parame-

ers for which we could not find any values so we had to provide

stimates for them. Note that these estimates were varied in wide

anges in the sensitivity analyses (see Table 2 ), to assess the impact

f using imprecise estimates. 

• The turnover rate of colonic epithelial cells is known to be 3–5

days and we assume that the appendiceal bacteria have a sim-

ilar growth rate range ( Park et al., 2016 ). We also assume that

the pathogenic C. difficile bacteria can grow from half this rate

to triple this rate. 
• The per capita migration rate m will range from 0 to the maxi-

mal growth rate x of the appendiceal bacteria. The simple pres-

ence of a bacterial population in the appendix is evidence that

in situ population growth exceeds loss to migration. 
• We interpret d as follows: one C. difficile bacterium has the

same depressive effects on good bacterial growth as d good

bacteria. Similarly, for f , one additional commensal bacteria has

the same competitive effect as f additional good bacteria. We

assume that d and f are no more than 10. 
• The human colon has a carrying capacity l on order of 10 14 

bacteria ( Tancrede, 1992 ). A mean maximum diameter for the

appendix is 8.19 mm and length is 81.11 mm ( Willekens et al.,

2014 ). Approximating this as a cylinder, the surface area is

22 cm 

2 . A mean diameter for the colon is 50 cm and length is

190 cm ( Khashab et al., 2009 ). The same approximation method

gives a volume of 33 · 10 3 cm 

2 . If an adult appendix has the

same density of bacteria as the colon, then the appendix has

on order of 10 11 bacteria. 
• Dinoflaggelates in an in vitro study were found to produce tox-

ins at a rate of 10 −2 to 10 −1 fmol per day ( Albinsson et al.,

2014 ). Absent data from a closer relative, we assume that C. dif-

ficile has a similar magnitude rate. 
• Different com ponents of the inflammatory response decay at

different approximate rates. For example, the decay rate of acti-

vated phagocytes is 0.12 per h ( Coxon et al., 1999 ) and for non-

specific IgG and IgA antibodies is 0.002 per h ( Reynolds et al.,

2006 ). Therefore, we take the overall decay rate of inflamma-

tion h I as being on the same magnitude scale as its compo-

nents, so its magnitude is between 10 3 and 10 4 per day. 
• The association rate constant for an antibody-antigen interac-

tion was found to be 5.65 · 10 4 per mole-second ( Zhuang et al.,

2001 ). This is 4 . 88 · 10 −6 per day per fmol. 
• Mature plasma B cells can produce 2,0 0 0 molecules per second

which is 0.287 fmol per day ( Alberts et al., 2002 ). If there are

between 10 6 − 10 9 plasma cells in the colon (estimate), then we

expect that χ is between 10 5 − 10 8 fmol. 
• The mean flow of luminal contents in the colon is around

20 μm/s ( Cremer et al., 2016 ). The colon has a median length

of roughly 150 cm ( Saunders et al., 1996 ). Therefore, a protein
will flow through the colon with a mean time of 0.87 days. 
ppendix D. Jacobian matrix for the migration system 

The Jacobian matrix for the migration model (6) –(7) is: 

y (l − dC − 2 G ) −dyG 

− f zC z(l − 2 C − f g) 

]

A sufficient condition for the stability of each equilibrium is

hat the eigenvalues of the Jacobian matrix evaluated at that steady

tate all have a negative real part. 

The eigenvalues corresponding to e 1 are

 

√ 

y 
√ 

l 2 y + 4 m ̄A , − z(− f 
√ 

l 2 y +4 m ̄A + f l 
√ 

y −2 l 
√ 

y ) 
2 
√ 

y 
} . Both are real. As

he first eigenvalue is always positive, e 1 is unstable. 

The eigenvalues corresponding to e 2 are

−√ 

y 
√ 

l 2 y + 4 m ̄A , − z( f 
√ 

l 2 y +4 m ̄A + f l 
√ 

y −2 l 
√ 

y ) 
2 
√ 

y 
} . Both are real. The

rst is negative. The second is negative if and only if either f ≥ 1

r f < 1 and y < 

f m ̄A 

(1 − f ) l 2 
. 

For e 3 and e 4, the existence and stability conditions of the

quilibria are complex expressions of the parameters and we omit

hem here, although they are present in the supplemental code

 Appendix F ). 

A summary of these results and prior findings about equilibria

re presented in Table 1 . 

ppendix E. Convergence of RSA sensitivity indices 

The sensitivity of each parameter and initial condition of the

SA model appears stable in terms of both maximum value dis-

ance and relative ranking with a sample size of 20,0 0 0 ( Fig. 10 ). 

upplementary material 

See supplementary material for Mathematica code giving

he non-negativity and stability conditions for equilibria in the

igration-only model. 

Supplementary material associated with this article can be

ound, in the online version, at doi: 10.1016/j.jtbi.2018.01.013 . 
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