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Cyclic outbreaks of defoliating insects devastate forests, but their
causes are poorly understood. Outbreak cycles are often assumed
to be driven by density-dependentmortality due to natural enemies,
because pathogens and predators cause high mortality and because
natural-enemy models reproduce fluctuations in defoliation data.
The role of induced defenses is in contrast often dismissed, because
toxic effects of defenses are often weak and because induced-
defense models explain defoliation data no better than natural-
enemy models. Natural-enemy models, however, fail to explain
gypsy moth outbreaks in North America, in which outbreaks in
forests with a higher percentage of oaks have alternated between
severe and mild, whereas outbreaks in forests with a lower per-
centage of oaks have been uniformly moderate. Here we show
that this pattern can be explained by an interaction between
induced defenses and a natural enemy. We experimentally induced
hydrolyzable-tannin defenses in red oak, to show that induction
reduces variability in a gypsy moth’s risk of baculovirus infection.
Because this effect can modulate outbreak severity and because
oaks are the only genus of gypsy moth host tree that can be
induced, we extended a natural-enemymodel to allow for spatial
variability in inducibility. Our model shows alternating outbreaks
in forests with a high frequency of oaks, and uniform outbreaks
in forests with a low frequency of oaks, matching the data. The
complexity of this effect suggests that detecting effects of induced
defenses on defoliator cycles requires a combination of experi-
ments and models.
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Periodic outbreaks of forest-defoliating insects severely damage
valuable timber and increase atmospheric CO2 levels by con-

verting forests from carbon sinks to carbon sources (1). Decades of
research have produced multiple hypotheses to explain defoliator
outbreak cycles (2), but a decisive experiment to choose between
competing hypotheses faces almost insurmountable logistical dif-
ficulties, because outbreaks occur at 5–30 y intervals and typically
cover thousands of square kilometers (3). Efforts to support par-
ticular hypotheses have therefore instead relied on a mixture of
observational field data, small-scale field and laboratory experi-
ments, and mathematical models.
For example, the most widely accepted hypothesis is that de-

foliator cycles are driven by natural enemies. Support for this
hypothesis comes first of all from observational data showing that
defoliators experience high rates of infection by specialist patho-
gens and parasitoids in peak populations (2, 4) and high rates of
attack by generalist predators and parasitoids in trough populations
(5). Second, experimental data have confirmed key assumptions
of defoliator–natural-enemymodels, and themodels produce long-
period, large-amplitude cycles resembling time series of insect
densities and defoliation levels (6).
Neither data nor models have provided meaningful support

for an important alternative hypothesis, that defoliator cycles are
driven by induced defenses. In many trees, antiherbivore de-
fensive compounds increase in response to defoliation (7, 8), and

such increases could in principle cause outbreaks to collapse.
Direct toxic effects of induced defenses in experiments, however,
are often weak, and the mechanisms underlying these defenses
are often unknown or poorly understood (9). Moreover, there are
no obvious signs of the effects of induced defenses in time series of
defoliation or insect densities. Induced-defense models therefore
provide no better an explanation for defoliator cycles than do
natural-enemy models (10, 11), while additionally providing no
explanation for mortality due to natural enemies. Given the suc-
cesses of the natural-enemy hypothesis, these failures of the in-
duced-defense hypothesis have led to the conclusion that induced
defenses play little to no role in defoliator outbreak cycles (3).
Here we argue that this conclusion is premature, by presenting
evidence showing that induced defenses modulate outbreak cycles
of the gypsy moth (Lymantria dispar) in North America.
We suspected that induced defenses play a role in gypsy moth

cycles because recent analyses of defoliation data have revealed
that gypsy moth cycles differ between forest types (12). In oak–
hickory (Quercus–Carya spp.) forests, in which the aboveground
tree biomass is 43% oaks, severe outbreaks have alternated with
mild outbreaks, leading to a strong subharmonic oscillation in
time series of defoliation (Fig. 1 A and B). In oak–pine (Quercus–
Pinus spp.) forests, in which the aboveground tree biomass is
15% oaks, outbreak severity has instead been roughly uniform,
and there has been no subharmonic (Fig. 2 A and B). Logistic
regression (12) and spatially smoothed autocorrelation (13)
analyses have confirmed that these differences are statistically
significant.
This difference in outbreak cycles is unlikely to be due to

differences in the physical environment, because climatic con-
ditions are effectively identical between forest types and because
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the soil-moisture differences that determine forest composition
have no direct effect on the gypsy moth (12). Meanwhile, simple
natural-enemy models that include a specialist baculovirus
pathogen (14) and a generalist predator (5) can reproduce
qualitative features of gypsy moth cycles (6), but standard models
do not produce a subharmonic. Bjornstad et al. (13) therefore
extended a natural-enemy model to allow for spatial variability in
generalist-predator attack rates. Their work suggests that the
subharmonic requires some kind of spatial structure, but their
model only produces a subharmonic if infected larvae are allowed
to disperse and uninfected larvae are not allowed to disperse. In
nature both infected and uninfected larvae disperse (15), so
spatial variability in generalist predators does not appear to be
a sufficient explanation.
We therefore considered whether the observed differences in

outbreak dynamics between forest types could instead be due to
differences in inducibility between genera of gypsy moth host
trees. In the range of the gypsy moth in North America, de-
foliation induces hydrolyzable tannins in most oak species (16),
including red oak (Quercus rubra) (17), black oak (Quercus
velutina) (17), and chestnut oak (Quercus prinus) (18), whereas
the effects of white-oak defoliation (Quercus alba) on gypsy
moths are also likely due to increases in hydrolyzable tannins
(19). Meanwhile, pines do not contain hydrolyzable tannins at all
(20), whereas levels of hydrolyzable tannins in hickories are close
to or equal to zero (21). The effects of induced hydrolyzable
tannins on baculovirus transmission are therefore likely to be
stronger in oak–hickory forests than in oak–pine forests because
of the higher fraction of oaks in oak–hickory forests.
Direct toxic effects of induced defenses on gypsy moths are

known to be relatively weak (22), but like many baculoviruses

(23), the gypsy moth virus is transmitted when host larvae con-
sume virus-contaminated foliage. Induced hydrolyzable tannins
in foliage can therefore alter a gypsy moth larva’s risk of in-
fection, but as we will discuss, previous laboratory evidence for
such effects (24) was not consistent with field data (14). Induced
birch defenses (Betula pubescens ssp. czerepanovii) can similarly
alter the responses of autumnal moth (Epirrita autumnata) larvae
to artificially implanted plastic filaments in the laboratory (25),
but efforts to detect induction effects on autumnal moths in the
field were likewise unsuccessful. Also, there is no obvious sig-
nature of induced defenses in time series of autumnal moth
defoliation (26).
Accordingly, for differences in host-plant inducibility to ex-

plain the disparate dynamics of gypsy moth outbreaks in oak–
hickory and oak–pine forests, induced hydrolyzable tannins in
oaks must first of all affect baculovirus transmission in nature.
We therefore carried out an experiment to test whether induced
hydrolyzable tannins modulate baculovirus transmission under
field conditions. Second, spatial variability in tree-species com-
position must explain the differences in outbreak dynamics be-
tween the two forest types. We therefore used a mathematical
model to test whether the mechanism revealed by our field ex-
periment produces alternating severe and mild outbreaks in sim-
ulated oak–hickory forests and consistently moderate outbreaks in
oak–pine forests, as seen in the data for each forest type.

Results
A previous effort to induce hydrolyzable tannins using artificial
defoliation was unsuccessful (27). We therefore induced hydro-
lyzable tannins by spraying foliage with the plant-signaling
compound jasmonic acid (JA) (28), which had previously been
used to induce hydrolyzable tannins in red-oak seedlings in the
greenhouse (29). Hydrolyzable tannin levels in oak foliage in
nature increase after budburst in defoliated trees and decline in
undefoliated trees (17). We thus expected that induction effects
would be manifest through statistically significant effects of week

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

1975 1980 1985 1990
Year

Fr
ac

tio
n 

de
fo

lia
te

d

A
0.

0
0.

1
0.

2
0.

3
0.

4
0.

5
0.

6

5 10 15 20
Year

Fr
ac

tio
n 

de
fo

lia
te

d

C
S

qu
ar

e 
ro

ot
 o

f p
ow

er

Period (log 2)

2
4

6
8

1 2 3 4

B

S
qu

ar
e 

ro
ot

 o
f p

ow
er

Period (log2)

0.
5

1.
0

1.
5

2.
0

2.
5

1 2 3 4

D

Fig. 1. Outbreak dynamics in oak–hickory forests, in data (12), and in
a spatial version of an outbreak model that includes induced defenses. A and
C are defoliation time series in the data and in the model, respectively, and B
and D are the corresponding power spectra. For the model we show a time
series based on a single realization, but to ensure that the pattern holds up
over multiple realizations, the spectrum for the model is an average over 100
realizations (SI Appendix, Figs. S6–S10 shows more realizations). Because the
gypsy moth is an invader and because invasion dynamics could lead to
confounding effects, the data are based only on areas that were completely
infested by 1975, which in practice meant mostly the New England and Mid-
Atlantic sections of the United States (12).
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Fig. 2. Outbreak dynamics in oak–pine forests. Again A and C are de-
foliation time series in the data and in the model, respectively, and B and D
are the associated power spectra (SI Appendix, Figs. S11–S15 shows more
model realizations).
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and through a treatment-by-week interaction. Statistical model
parameters associated with these terms were indeed significantly
different from zero (week, β= 1:18, t= 3:190, df = 70, P< 0:0001;
treatment-by-week interaction, β= 3:75, t= 11:539, df = 70,
P< 0:0001; Table 1; mixed-effects repeated-measures model
with JA treatment and week as fixed effects, and with tree and
branch nested within a tree as random effects, so that separate
intercept and slope terms were fitted for each branch). For the
same reason, we expected that the effect of induction alone
would not be significant, and again this expectation was upheld
(β= 0:95, t= 1:545, df = 55, P= 0:1281). Hydrolyzable tannin
concentrations in foliage of experimental branches therefore
increased relative to controls, reaching levels that were in-
distinguishable from levels induced by natural defoliation (17). A
similar but slightly weaker effect was seen in samples the fol-
lowing year (SI Appendix, section 1.2 and Fig. S1). The JA spray
in our experiments was thus highly effective at inducing realistic
increases in hydrolyzable tannins.
We then quantified infection rates on induced and noninduced

foliage, by first allowing infected larvae to die on both types of
foliage and then allowing uninfected larvae to feed on the fo-
liage. The resulting data show that the induction of hydrolyzable
tannins had a strong effect on infection rates, but the effect
varied across virus densities. At the lower virus density, average
infection rates were lower on induced foliage, but at the higher
virus density, they were higher on induced foliage (Fig. 3). To
confirm that these differences were not simply due to chance
effects, we used maximum likelihood and nonlinear optimization
routines to fit a range of competing transmission models to the

data, such that different models made different assumptions
about the effects of induction on transmission. We then used the
Akaike Information Criterion (AIC) to choose between the
models (30). This model selection procedure provided very strong
evidence that transmission was a nonlinear function of virus
density on control foliage (Table 2), as in previous experiments
(31), and that it was a linear function on induced foliage.
Previous work has shown that nonlinear virus transmission is

due to high levels of variability in instantaneous infection risk
between individuals (32). Because our AIC analysis demonstrates
that induction produced linear virus transmission, it implies that
induction strongly reduced variability in infection risk (Table 2).
Reflecting the model-selection results, our estimate of variability
in infection risk was low on induced foliage and high on non-
induced foliage, and the respective confidence intervals did not
overlap (SI Appendix, section 1.4 and Table S1, which also shows
that there were detectable but weaker effects on average infection
risk). Induction of hydrolyzable tannins thus sharply reduced
variability in infection risk in the field.
Our field experiment confirmed that induced hydrolyzable

tannins alter the transmission of the gypsy moth baculovirus in the
field, but the spatial scale of our experiment was much smaller
than the scale of naturally occurring outbreaks. Additional support
for our hypothesis, however, comes from laboratory experiments
and field observations. In simultaneous laboratory experiments,
induced defenses affected both physiological susceptibility and risk
of exposure (SI Appendix, section 1.5, Tables S2 and S3, and Fig.
S3), the two main components of overall infection risk (31). These
experiments provide mechanisms by which induced defenses af-
fected transmission in our field experiment, suggesting that the
results of that experiment were not simply due to some unknown
experimental artifact.
The effects of induction in our experiments also help to re-

solve a contradiction between a previous laboratory experiment
on induced defenses in gypsy moths and field observations of
baculovirus epizootics. In a laboratory experiment by Hunter and
Schultz (24), average susceptibility declined modestly as a result
of induction, as it did in our experiments (note that there was no
consideration of changes in variability in susceptibility in Hunter
and Schultz’s experiment). The data from their experiment
therefore imply that virus mortality should decline with in-
creasing host density, but virus mortality in naturally occurring
gypsy moth populations instead increases with increasing host
density (14).

Table 1. Effects of experimental JA spray in this study, and
natural defoliation in a previous study (17), on percent
hydrolyzable tannin concentration in red oak foliage

Induction
method Treatment

Pretreatment
concentration, %

Posttreatment
concentration, %

JA spray JA 19.7 ± 0.82 27.8 ± 0.82
Control 19.5 ± 0.74 15.9 ± 0.84

Natural
defoliation

Defoliated 23.30 ± 1.0 27.05 ± 1.4

Ref. 17 Control 23.36 ± 0.9 19.54 ± 0.9

Pretreatment concentrations were significantly different between studies
(treatments, t= 2:70, df = 52, P= 0:0093; controls, t= 3:44, df = 73, P= 0:0010),
as were posttreatment control concentrations (t= 3:40, df = 73, P= 0:0011),
reflecting natural background variability in hydrolyzable tannins. Posttreat-
ment concentrations were nevertheless effectively identical in JA-sprayed
and naturally defoliated branches (t= 0:44,df = 52, P= 0:662), and controls
in the two studies declined by similar magnitudes.
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Fig. 3. Effects of induction on baculovirus transmission. Symbols indicate
data, and lines indicate the best fit versions of Eq. 5. Note that on branches
without virus-infected cadavers, the fraction infected was very close to
0 (one infected insect out of 1,710), and so the model fit is based on three
virus densities. Virus densities are jittered so that error bars can be easily
distinguished.

Table 2. AIC analysis of the results of the field transmission
experiment

Model AICc ΔAICc AICc WT

No treatment effect, linear model 183.9 13.10 0.001
No treatment effect, nonlinear model 177.9 7.17 0.026
JA linear, control linear 186.0 15.22 0.001
JA linear, control nonlinear 170.8 0.00 0.940
JA nonlinear, control

nonlinear—(ν same, C different)
178.8 7.51 0.022

JA nonlinear, control
nonlinear—(ν different, C same)

179.9 9.13 0.001

The best model is in boldface. The model for which transmission was
linear on induced branches and nonlinear on control branches provided an
overwhelmingly stronger explanation for the data, such that the AIC
difference for the next-best model was more than 7 (some more complex
models are not included because they converged on the best model; SI
Appendix). Moreover, the second-best model that allowed for a treatment
effect assumed that the infection rate function was nonlinear on both in-
duced and noninduced branches, again with lower infection risk on JA-trea-
ted branches. The probability that induction lowered variability in infection
risk was thus greater than 0.96 ð0:940+ 0:022= 0:962Þ.
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Because we explicitly accounted for variability in infection risk,
our results instead imply that virus mortality will increase with
host density, for reasons that are explained by epidemiological
theory. In our field experiment, the decline in variability in in-
fection risk was much more dramatic than the decline in the
average infection risk (SI Appendix, Table S1). Epidemiological
theory has shown that declines in variability lead to higher cu-
mulative infection rates in epizootics, because reduced variability
means that there are fewer individuals with both a higher than
average risk and a lower than average risk, but the reduction in
the number of individuals with a lower than average risk has
a disproportionate effect on the epizootic (33). The reduction in
variability due to induction should therefore cause the cumulative
infection rate to rise more rapidly with increasing host density.
The results of our field experiment are thus consistent with both
Hunter and Schultz’s experiment and with observations of virus
mortality at large scales in nature.
Most importantly, the effects seen in our experiments predict

both the occurrence of the subharmonic in gypsy moth outbreaks
in oak–hickory forests and the disappearance of the subharmonic
in oak–pine forests. To show this, we first extended a nonspatial
natural-enemy model to allow for an induced defense. The
resulting model shows that induction leads to cycles with a longer
period and a larger amplitude, demonstrating that the increase in
the severity of density-dependent virus mortality due to induction
has a destabilizing effect (SI Appendix, section 2.2 and Fig. S4).
As in Bjornstad et al.’s (13) nonspatial model, our nonspatial

model showed no subharmonic, and so we extended our model
to include spatial variability in inducibility. We also included
stochasticity in the insect’s reproductive rate, to reflect the
effects of stochastic fluctuations in weather, which are believed
to synchronize gypsy moth outbreaks (34). The output of the
spatial model then matches the difference in dynamics in gypsy
moth outbreaks between forest types. In model forests that are
43% inducible, time series of defoliation show alternating severe
and mild outbreaks, as in oak–hickory forests, whereas in model
forests that are only 15% inducible, time series of defoliation
show only moderate outbreaks, as in oak–pine forests (Figs. 1
and 2). Reflecting these features of the time series, the corre-
sponding model power spectra show peaks at periods that are
close to the corresponding peaks in the data power spectra.
An important point is that because the model is stochastic,

the model predictions necessarily vary between realizations or
“runs.” We took this variability into account first of all by av-
eraging model power spectra across realizations. Different time
series, however, may give very similar power spectra (35), and
so additional support for our argument is provided by the
model’s ability to reproduce not just the data power spectra,
but more specifically the alternation of mild and severe out-
breaks in oak–hickory forests. Accordingly, it is important to also
consider variability in this alternation, and so we examined a
large number of additional realizations (SI Appendix, section 3.3
and Figs. S6–S10). In at least 50% of realizations of oak–hickory
forests, the model shows at least two alternations of mild and
severe outbreaks, meaning two each of severe and mild out-
breaks in strict alternation, as seen in the data. Moreover, in
almost every realization, there is at least one case in which
a mild outbreak is followed by a severe outbreak, or vice versa.
Meanwhile, in model oak–pine forests, alternation of severe
and mild outbreaks never occurs (SI Appendix, Figs. S11–S15),
and continuously increasing the frequency of inducible trees
in the model leads to a gradual increase in the dominance of the
longer period peak over the shorter period peak (Fig. 4). The
model thus predicts that alternation of severe and mild out-
breaks should occur frequently in oak–hickory forests, but that
the alternation can be disrupted by stochasticity, whereas sto-
chasticity never causes alternation to appear by chance in oak–
pine forests (in SI Appendix, section 3.3 and Fig. S16, we discuss

why the fit to the oak–hickory data varies across realizations).
The lack of clear alternation in oak–hickory forests since 1990
(12) suggests that stochasticity can indeed interrupt the pat-
tern of alternation in such forests, but the introduction of the
fungal pathogen Entomophaga maimaiga in the late 1980s may
also have played a role (6).
Initially, we assumed that net rates of gypsy moth reproduction

were as high on pines, hickories, and other nonoak genera as on
oaks, because defoliation during outbreaks is often equally se-
vere on trees in all three genera (16). In nature, gypsy moth
larval survival is often reduced on nonoaks (36), but in SI Ap-
pendix, section 2.3 and Fig. S18, we show that allowing for lower
survival on nonoaks, in the form of a lower net reproductive rate,
has only a minor effect on our model results. On the other hand,
the subharmonic in oak–hickory forests disappears if we assume
that differences between host trees affect only net reproduction
and not induced defenses (SI Appendix, Fig. S19). Any model of
a phenomenon as complex as defoliator population cycles will
inevitably provide only a rough approximation of nature. The
robustness of our model results nevertheless suggests that differ-
ences in gypsy moth cycles between forest types are best explained
by the effects of induced defenses on pathogen transmission.

Discussion
As we have described, the hypothesis that induced defenses alter
natural enemy attack rates is not new, but previous work relied
largely on laboratory data that have been of little use in ex-
plaining infection rates in the field (24, 26). Our work is instead
directly based on field data, beginning with our field experiment,
and our experimental data are consistent with patterns of virus
infection in naturally occurring epizootics. Crucial additional
support is also provided by differences in defoliation levels be-
tween forest types. Meanwhile, the lack of evidence that induced
defenses affect other insects may be a consequence of the lack of
large-scale variation in tree-species composition within forests
attacked by those insects (11, 26), rather than a true lack of effect
of induced defenses. Given enough experimental data with which
to estimate parameters, however, our models could in principle
be used to detect effects of induced defenses in defoliation data
even in the absence of variability in forest type.
An important feature of our work is that it combines models

and experiments. The spatial and temporal scale of our experi-
ments was nevertheless much smaller than the temporal and
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spatial scales of the data to which we compare our model pre-
dictions. We therefore note that the model parameters that de-
termine the dynamics of the induced defenses were first fit to the
experimental data, but then were adjusted to give a better fit to
the defoliation data (SI Appendix, section 2.3). The model output
thus does not depend on the accuracy of our experimental
measurements, and so our experimental data and the predictions
of our spatial model serve as stand-alone arguments that nev-
ertheless complement each other.
Variability in plant quality similarly modifies the effects of

predation on population cycles of herbivorous mammals (37),
suggesting that interactions between natural enemies and resour-
ces may play a general role in animal population cycles. Our work
also shows that forest diversity can have unexpected effects on
insect population dynamics, with important consequences for the
use of baculoviruses as environmentally benign insecticides for
controlling forest pests (4). Previous work implied that induced
defenses would interfere with control by reducing average infection
risk (24), but our results instead show that induced defenses can
increase infection rates by reducing variability in infection risk,
thereby improving control. Reforestation practices that include
highly inducible trees may therefore produce forests that can be
defended more easily with baculoviruses, helping to maintain for-
ests as carbon sinks rather than as defoliated carbon sources (1).

Materials and Methods
Studies of baculovirus transmission have historically relied only on labo-
ratory dose-response experiments, in which larvae are fed moderate doses
of a virus solution, and larvae that do not consume the entire dose are
discarded. Larvae in nature instead often consume very high doses, and
they can sometimes detect and avoid infectious cadavers (38). Because of
these differences, laboratory dose-response experiments often cannot be
used to predict the effects of plant defenses on baculovirus infection rates in
the field (23). We therefore instead carried out a field transmission experi-
ment, in which larvae were allowed to feed freely on foliage contaminated
with virus-infected cadavers in the field (we also carried out simultaneous
dose-response and feeding experiments, see SI Appendix, section 1.5).

In our field experiment, we first induced hydrolyzable tannin concen-
trations in eight experimental red oaks, such that on each tree three branches
were randomly assigned to a JA spray treatment, and three branches were
assigned to the non-JA control spray (additional control branches on unsprayed
trees were identical to control branches on sprayed trees, SI Appendix, section
1.1). To quantify changes in hydrolyzable tannin concentrations, we col-
lected samples at budburst, and again 3 wks later, 24 h before the initially
uninfected larvae in the experiment began feeding on the branches (SI
Appendix, section 1.1).

Next, we placed virus-infected larvae on each branch (treatments: 0, 10, 40
larvae per 0.2 m2 of foliage), and we allowed the infected larvae to die
before adding 25 initially uninfected larvae. The initially uninfected larvae
fed for 7 d, a period short enough to ensure that none died due to infection.
The initially uninfected larvae were then reared in individual cups of artificial
diet in the laboratory to determine whether or not they had become infected.

To analyze our data, we used an epidemic model that has been shown to
provide a good description of virus epizootics in gypsy moth populations (39).
This model is a standard Susceptible-Exposed-Infected-Recovered (SEIR) model
(40), extended to allow for variability in infection risk (41).

dS
dt

= − νSP
�
SðtÞ
Sð0Þ

�C2

; [1]

dE1
dt

= νSP
�
SðtÞ
Sð0Þ

�C2

−mδE1; [2]

dEj
dt

= mδEj−1 −mδEj ; j= 2; . . . ;m; [3]

dP
dt

= mδEm − μP: [4]

Here S is the density of uninfected hosts, P is the density of infectious
cadavers and Ej is the density of exposed hosts in class j. By including
multiple exposed classes, the model allows for gamma distributed in-
cubation times, with mean 1=δ and variance 1=ðmδ2Þ (40). Also, ν and C

are the average and the coefficient of variation of the distribution of
transmission rates ν (39), so that C measures variability in infection risk.
When larvae reach the final exposed class, they die and become in-
fectious cadavers P, which break down at rate μ.

In our experiments, virus density is constant (38), so we can set dP
dt = 0 and

solve Eq. 1 to produce an expression for the fraction infected during the
experiment, i:

−logð1− iÞ= 1
C2 log

�
1+C2νP0T

�
: [5]

Here T is the length of the experiment and P0 is the virus density. We then fit
Eq. 5 to our data using maximum likelihood, and we used AICc to choose the
version of the model that explained the data most parsimoniously, such that
each version made different assumptions about the effects of induction on
transmission (SI Appendix, section 1.4).

To explain our model of gypsy moth outbreaks, we note first that, like
most outbreaking forest insects (42), gypsy moths have discrete generations
and reproduce only once per year, and only larvae can become infected (23).
Transmission thus ends before reproduction begins. Accordingly, to allow
for multiple generations, we first use the epizootic model, Eqs. 1–4, to de-
scribe the within-generation baculovirus epizootic, and then we account for
reproduction and other sources of mortality (6). The model is then:

Nn+1 = λeenNnð1− iðNn; Zn;DnÞÞ×
 
1−

2abNn�
b2 +N2

n

�
!
; [6]

Zn+1 = ϕNniðNn; Zn;DnÞ+ γZn; [7]

Dn+1 = αNn
Dn

β+Dn
: [8]

Here Nn, Zn and Dn are the host and pathogen densities and the induced
defense, respectively, in generation n. The insect reproductive rate is λ,
and the fraction dying in the epidemic is iðNn; Zn;DnÞ, as calculated using
the SEIR model, Eqs. 1–4, integrated for 56 d, the approximate length of
virus epizootics in gypsy moth populations (38). The normally distributed
random variate en, which has mean 0 and standard deviation σ, allows for
stochastic effects of weather, an important source of stochasticity in insect
populations (43). The term

�
1− 2abNn

ðb2 +N2
nÞ

�
represents the fraction of insects

surviving predation, as determined by a Type III functional response (6).
The parameter ϕ is the overwintering impact of virus produced in gener-
ation n, including both survival and the relative susceptibility of hatchlings
(38), while γ is the survival rate of virus produced in earlier generations. To
allow for effects of the induced defense Dn on virus transmission in gen-
eration n, we set the variability parameter in the epizootic Eqs. 1–4 to
C =C0expð−ψðDn +D0ÞÞ, where C0 is the baseline variability and D0 is the
constitutive level of induced defenses, meaning the level reached in the
absence of defoliation.

The induced hydrolyzable tannin concentration Dn+1 increases linearly
with increasing insect density Nn in the previous generation at rate α, to
reflect the effects of defoliation. The tannin concentration is also a function
of the previous generation’s value Dn, which allows for the carryover effect
that we observed in our experiments from one year to the next, with half-
saturation constant β to reflect the constraints of plant physiology (44). Note
that the effects of hydrolyzable tannins on transmission are much stronger
than the effects of hydrolyzable tannins on host reproduction (22), and so
here we follow previous authors in allowing for effects of tannins only on
virus transmission (45).

To extend the model to allow for spatial variability in forest composition,
we combined the non-spatial model, Eqs. 6–8, with the spatial model of
Abbott and Dwyer (46), which describes spatial gypsy moth dynamics as
driven by a combination of the baculovirus and generalist predators. The
Abbott and Dwyer model divides space into a grid, with dispersal between
grid cells, which makes it easy to include stochastic variation in inducibility
across space. Dispersal occurs through both ballooning and movement on
automobiles (47), with the average dispersal distances determined from
previous analyses of data on movement and spatial variability in gypsy
moth-virus interactions (48, 49, and SI Appendix, section 2.3.1).

The spatial model is then:

Nq;n+1 = λeenNq;n′
�
1− i

�
Nq;n′ ; Zq;n′ ;Dq;n

��
×
�
1−

2abNq;n′
b2 +Nq;n′

	
; [9]
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Zq;n+1 =ϕNq;n′   i
�
Nq;n′ ; Zq;n′ ;Dq;n

�
+ γZq;n′ ; [10]

Dq;n+1 = αNq;n′
Dq;n

β+Dq;n
: [11]

Host density Nq;n+1, cadaver density Zq;n+1, and tannin content Dq;n+1

at location q in generation n+ 1 are thus dependent upon the post-

dispersal densities of hosts Nq;n′ and cadavers Zq;n′ from the previous
generation n.
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